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Introduction

This project involves the creation of an
ultra-low-power software complex that will enable
development of real time speech recognition systems
on small boards without need for internet
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Relevance and Novelty

Many of the current speech recognition solutions are
cloud based and require a lot of computing power and
electricity to run locally. This project aims at
developing a speech recognition device that can run
offline on very small devices.
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Tasks necessary to achieve the goal:

1.
2.

XNk

Analyzing the market for existing Libraries
Analyzing technological solutions to use to solve the
problem

Design a model architecture for MBEDSpeech
Training the MBEDSpeech Model

Testing the model

Compiling a binary and a Library for Arduino
Testing the Arduino Library using Arduino Lint
Testing the template sketch for successful
compilation
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Task 1: Analyzing the market for Libraries

e Google Speech API
e Kaldi NL
e Speechmatics
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Task 2 : Technological Solutions

1. Google Speech Dataset
Tensorflow

. Keras

. Github

. Google Colab
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Task 3: Architecture Design

Receives audio
input

MFCC

Preprocesses the input to extract fea-
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Task 4: Training the MBEDSpeech model
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Task 4: Training the MBEDSpeech model continued
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Task S: Testing the model - confusion matrix

DOWN GO LEFT NO NOISE OFF ON RIGHT STOP NKNOW UP YES
DOWN 73.30% 13.10% 0.30% 2.10% 3.60% 0.60% 090% 0% 150% 120% 1.80% 1.80%
GO 8.40% 74.00% 0.60% 0.60% 4.30% 3.10% 120% 0.30% 1.90% 0.90% 3.40% 1.20%
LEFT 0.60% 0.60% 79.60% 0.30% 5.20% 120% 0% 4.30% 0.60% 0.30% 0.60% 6.70%
NO 4.00% 18.00% 2.10% 67.00% 3.10% 0.60% 0.90% 0.60% 0% 0.60% 1.80% 1.20%
NOISE 0% 0% 020% 0% 96.60% 0% 020% 1.00% 0.20% 0.20% 0.70% 0.70%
OFF 0% 090% 030% 0% 4.90% 78.70% 0.90% 0% 090% 0% 13.00% 0.30%
ON 090% 0% 030% 0% 5.10% 5.70% 84.10% 090% 0% 0.60% 240% 0%
RIGHT 0% 0% 250% 0% 3.90% 0.60% 1.10% 91.70% 0% 0% 030% 0%
STOP 0.30% 3.40% 0% 0% 15.80% 2.10% 0% 0% 68.50% 0.30% 9.60% 0%
UNKNOWN 2.00% 10.70% 6.10% 3.10% 11.20% 4.10% 18.90% 14.80% 4.10% 18.90% 4.10% 2.00%
UP 0.30% 2.10% 0.60% 0% 14.10% 6.50% 090% 0% 030% 0.30% 75.10% 0%
YES 0% 030% 4.70% 030% 4.00% 0% 0% 030% 0% 030% 0% 90.10%
FISCORE 078 067 082 078 0.77 0.78 0.3 0.89  0.77 0.3 0.72  0.88
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Task 6: Compiling a binary and a Library for Arduino
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10 /17



7. Testing the Arduino Library using Arduino Lint




8. Testing the example sketch for successtul compilation

Step 1 : Install MBEDSpeech Library from the Library manager

& Library Manager X
Type Al + | Topic Al + | IMBEDSPeech|
| MBEDSpeech A

by Francis Kiptengwer Chemorion Version 1.0.9 INSTALLED

Arduino library for running speech recognition machine learning models This library contains the signal processing code and
machine learning models to classify the words found in the speech commands dataset. It should run on most Arduino boards
vith an ARM core and at least 64K of RAM.

More info

Select version Install
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Step 2 : Look for MBEDSpeech in examples

(oo} nano_ble33_sense_microphone_continuous | Arduine 1.8.13

File Edit Sketch Tools Help

New Ctrl+N
Open... Ctrl+0
Open Recent »:_continuous §
Sketchbook >
Examples | A
Close Ctrl+W Arduino_TensorFlowlLite
Save Ctrl+S Bridge
Save As... Ctrl+Shift+S Ethernet
Firmata
Page Setup  Ctrl+Shift+P LiquidCrystal
Print Ctrl+P D
Preferences  Ctrl+Comma Servo
Stepper
e it Temboo
RETIRED

{

t *buffers|[

buf_sele

buf_read
buf_count
int n_samples
} inference_t;

inference_t inferen
record_ready =

rt *sampl|

Examples for Arduino Nano 33 BLE

PDM

Examples from Custom Libraries
Adafruit LISSMDL

Adafruit LSMSDS1 Library
Adafruit Unified Sensor
EloquentTinyML
Harvard_TinyMLx

I0TSpeech Inferencing - Edge Impulse

MBEDSpeech
SimpleDHT
U8qg2
INCOMPATIBLE

Tre 10K RAM

nano_ble33_sense_microphone_continuous




Step 3 : Compile example sketch (compiles successfully)

‘buffers[2];
buf select;

Archiving built
Linking everything t.
cmd /c

iptengwer\\

User

Using library P
Using library MBI peech at ver

AppData\\

\\Arduinol5 ackages
rduinol5 ackag
\Arduinol$

\\arm-none-eabi-g

rm-none-eabi-g
\arm-none-eabi-gcc\\

rm-none-eabi-g

arm-none-eabi-gc

rduino_build

arduino_build 7

program storage space. Maximum is

f dynamic memory, leaving

arm-none-eabi-gcc\)
ocal\ArduinolS\p
cuments\Arduino\libraries\MB!
s\\arm-none-eabi-gc
0 bytes.

bytes for local variables.

in/arm-none-eabi-ar" rcs
/arm-none-eabi-ar" rcs
in/arm-none-eabi-ar" rcs
in/arm-none-eabi-ar" rcs
in/arm-none-eabi-ar" r
3ble_3b€2ecd

in/arm-none-eabi
in/arm-none-eabi-objc

\hardware\mbed\1.1l
peech

/bin/arm-none-eabi-size"”

IPTEN~1\\AppData\

rduino_build 733
rduino_build '

Arduino Nano 33 BLE on COM4
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Step 4 : Flash code to MCU memory the check serial monitor for results

@ coms
I'

Send

down:
go: O.
left:
no: 0.

noise:

on: 0.
right:
stop:

up: 0.

down:
go: 0.
left:
no: 0.

noise:
on: 0.
right:

stop:

up: 0.

unknown:

yes: 0.00351
Predictions (DSP: 130 ms.,

0.00000
003351
0.03125
00000
0.71094

off: 0.07422

00351
0.01853
0.0ls€2

unknown: 0.01172

057€¢

yes: 0.03125
Predictions (DSP: 129 ms.,

0.00351
o078l
0.03125
00000
0.7%¢€88

off: 0.02344

003391
0.0lse2
0.01172

0sz203

yes: 0.01172

0.00781

Classification:

Classification:

€ ms.,

€ ms.,

Anomaly: 0 ms.):

Anomaly: 0 ms.):

Autoscroll [] Show timestamp

No line ending

9600 baud

v

Clear output
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Future considerations

1. Optimizing Latency

2. Optimizing Power Usage

3. Optimizing Model and Binary size
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Conclusion
This project will enable us to be able to run speech
recognition machine learning algorithms on very tiny

devices.

https://qithub.com/kchemorion/MBEDSpeech.qit

https://www.arduinolibraries.info/libraries/mbed-speech

https://colab.research.gooqgle.com/drive/1h4Eya9ZKDQuO
1SSIA3C ri1N5t2w7Lap2?usp=sharing
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https://github.com/kchemorion/MBEDSpeech.git
https://www.arduinolibraries.info/libraries/mbed-speech
https://colab.research.google.com/drive/1h4Eyq9ZKDQuO1SSlA3C_r1N5t2w7Lap2?usp=sharing
https://colab.research.google.com/drive/1h4Eyq9ZKDQuO1SSlA3C_r1N5t2w7Lap2?usp=sharing

Thank you for your attention!



